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Figure 7.4.1. Testing the sure-thing principle

q

c

p3

**β**

q

c

p3

~

p2

γ

p2

?

Case 1. c ≥ **δ**

Case 2.  ≥ c ≥ **β**

Case 3. α ≥ c

r

r

r

p. 218:

.

.

.

.

.

.

p2

pm

x2

xm

pr

β

q2

qn

y2

yn

.

.

.

qr**´**

β

~

p2

pm

x2

xm

pr



q2

qn

y2

yn

.

.

.

qr**´**



?

and

Figure 7.5.1.

The superscript r indicates the rank of p, and is the same in the first and third prospect. The superscript r´ indicates the rank of q, and is the same in the second and fourth prospect.
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Figure 7.6.1. w, z, and π
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Elucidation: This Figure was made using only MS Word. The curve in the two figures should be the same and was drawn by hand.p. 223:
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Figure 7.7.1. Likelihood insensitivity (inverse-S)
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Elucidation: This Figure was made using only MS Word. The curve was drawn by hand.p. 224:
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Figure 7.7.1**´**. Figure 7.7.1 with notation added
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Elucidation: This Figure was made using only MS Word. The curve should be the same as the one in Figure 7.7.1.p. 226:
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Figure 7.7.2. Likelihood insensitivity (inverse-S) for a large outcome probability p
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Elucidation: This Figure was made using only MS Word. The curve was drawn by hand.p. 232:

Figure 7.12.1. Cavex functions with different levels of inflection points
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Elucidation: This Figure was made using only MS Word. The curves were drawn by hand.
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Figure 8.4.1. Loss aversion

Elucidation: This Figure was made using only MS Word. The curves were drawn by hand.p. 242:
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Bold printing indicates a fundamental breakaway from the classical model.
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If we replace the scaling u(1) = −u(−1) = 1 by the scaling u(0.01) = −u(−0.01), then we have to multiply the loss aversion parameter by 0.040/0.251; λ = 2.25 then turns into λ\* = 0.36.
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Elucidation: This Figure contains graphs of the functions as indicated, being

U(α) = α0.3

and

U(α) = α0.7.p. 270:
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Figure 10.1.1. Ellsberg paradox

Arrows indicate majority preferences.
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Figure 10.1.2. Home Bias

Arrows indicate majority preferences in the United States.
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This figure extends Figure 5.5.4 to uncertainty.
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Figure 10.4.1. Testing the sure-thing principle

A

c

E3

**β**

A

c

E3

~

E2

γ

E2

?

Case 1. c ≥ **δ**

Case 2.  ≥ c ≥ **β**

Case 3. α ≥ c

r

r

r

p. 302:

Figure 10.7.1. An implication of Anscombe & Aumann (1963) that is implausible under ambiguity aversion
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Fig. b. Ambiguity aversion works against the left prospect.
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Figure 10.9.1.

The superscript R indicates the rank of E, and is the same in the first and third prospect. The superscript R´ indicates the rank of F, and is the same in the second and fourth prospect.
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Figure 12.6.1. Two prospects x, y
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p. 382:

Figure C.2. A multistage prospect
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Figure C.3. A dynamic decision tree
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Figure E.1. A dynamic illustration of multisymmetry

p. 388:

not-A

.

.

.

c1

cn

E1

En

.

.

.

~

A

A

not-A

Figure E.2. A dynamic illustration of act-independence

~

.

.

.

x1

xn

E1

En

.

.

.

implies

.

.

.

y1

yn

E1

En

.

.

.

.

.

.

x1

xn

E1

En

.

.

.

.

.

.

y1

yn

E1

En

.

.

.

.

.

.

c1

cn

E1

En

.

.

.